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« We study Model Inversion (M), a type of attack that aims to infer and reconstruct
private training data by abusing access to a trained model.

« We analyze two fundamental issues pertaining to all state-of-the-art (SOTA) Ml
algorithms and propose solutions to these issues, which lead to a significant boost
in performance for all SOTA Ml methods.

Our results highlight the rising threats posed by M
and prompt serious consideration regarding the privacy of machine learning.

Private

Training ‘

Data i v

Our ’ ‘
Reconstruction e & .

Results (‘.’i i _



Private Dat
rivate Data Trained Model | Releasing Trained Model

(l.e.: Face images) I
k4
Model
— — I
@ . Training ﬂ I® i ﬂ

Model inversion (MI) attacks aim to infer and reconstruct private training data by
abusing access to a model.

Model Inversion (MI) attack on Target Model to recover Private Training Data

@ MI Attack B >
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Data Data

s there a risk of data leakage for private training data
when attackers abuse access to a trained model?



Problem setup. An attacker abuses access to a model M trained on a private
dataset Dpriy

Goal. Infer and reconstruct information about private samples in D44,

Given a desired class/ identity y, Ml attacks [1,2] perform the following optimization:

q"(2) = arg r;gr)l EM@){‘ﬁid(z; Y, M? +|A£pm(z)}l (1)

|dentity loss Prior loss

The reconstructed images: © = G(2) (2)

where z ~ ¢*(z), generator G is trained using a public dataset D3,

[1] The secret revealer: Generative model inversion attacks against deep neural networks. CVPR 2020
[2] Knowledge-enriched distributional model inversion attacks. CVPR 2021.



Lia(zy =k, M) = —logPun(y = k[G(2)) )

exp(pka)
N
exp(p’wk) + 31 jup exp(p’ w;)

= —log (4)

This objective can be achieved by both maximizing exp(p'wy)
and/or minimizing XL j.x exp(p"w;)



Classification
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An improved formulation of Ml Identity loss.
We propose to directly maximize the logit, p"w,, , instead of maximizing the log
likelihood of class k for Ml:

L% (z;y = k) = —logpTwi + A||p — Dreg||2 ©

where p refers to penultimate layer activations for sample x
w, refers to the last layer weights for the it class
Preg IS Used for regularizing p



MI overfitting.
Given the fixed (target) model and the goal of Ml is to reconstruct private training

samples, we define MI overfitting as instances which during model inversion, the
reconstructed samples fit too closely to the target model and adapt to the random
variation and noise of the target model parameters, failing to adequately learn

semantics of the identity.

Private Training - The images does not

Data | . .
¥4 — / contain semantics of
MI Overfitting ' w e, the identity
Lyxy,M) 0003 0006 0095 0.007 0.006 0.007\
MI overfitting in SOTA Ml attacks The identity loss

is very small
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MI attack results using different target models and public dataset

Method Attack Acc T Imp. T KNNDist | Method Attack AccT Imp.T KNN Dist |
CelebA/CelebA/IR152 CelebA/FFHQ/IR152

KEDMI 80.53+3.86 - 1247.28 KEDMI 52.87 + 4.96 - 1418.83

+LOM (Ours) 9247+ 141 1194 1168.55 + LOM (Ours) 6773 4+£229 1486  1325.28

+MA OQurs)  8473+3.76 420 122023 + MA (Ours) 6413+ 449 1126  1373.42
+LOMMA (Ours) 92.93+1.15 1240  1138.62 ,
________________________________ +LOMMA (Ours) 77.27 £2.01 2440  1292.80
GMI J0.00=654 - - 1609.25 oMi T T T T T 7202331 ~ "7 70176
+LOM (Ours) 7853 £ 341 4793  1289.62 U=, - !
+ MA (Ours 10434 3060 135999 + LOM (Ours) 56.00 =520 38.80  1427.59
+ MA (Ours) 50.80 = 6.89 33.60  1462.92

+ LOMMA (Ours) 82.40+=4.37 51.80 1254.32
CelebA/CelebA/face.evolLve

+ LOMMA (Ours) 72.00 £6.62 54.80 1338.35

CelebA/FFHQ/face.evolve

KEDMI 81.40 + 3.25 - 1248.32 KEDMI 51.87 £+ 3.88 - 1440.19

+ LOM (Ours) 9253 £ 1.51 11.13 1183.76 + LOM (Ours) 69.73 £2.47 17.86 1379.73

+ MA (Ours) 85.07x271 3.67 1222.02 + MA (Ours) 65.73 £3.51 13.86 1379.09
~+LOMMA (Ours) 93.20+0.85 11.80  1154.32 + LOMMA (Ours) 73.20 +£2.24 21.33 1321.00

GMI 27.07 £ 6.72 - 1635.87 “GM1I 1427 £442 - 174447

+ LOM (Ours) 61.67 £4.92 34.60 1405.35 + LOM (Ours) 4703 + 487 33.66 1498.19

+LOMMA (Ours) 82.33+3.51 5526  1257.50 +LOMMA (Ours) 64.33 +4.69 50.06  1386.33
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We analyze the existing identity loss in the SOTA and argue that it is sub-optimal
for Model Inversion. Our proposed identity loss aligns better with the goal of M.

We formalize the new concept of MI overfitting and propose model
augmentation to alleviate Ml overfitting.

Our proposed solutions are simple and easy to integrate into existing SOTA M|
attacks, resulting in a significant improvement in attack accuracy.

Our findings demonstrate a clear risk of sensitive information leakage from
deep learning models.
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https://ngoc-nguyen-0.github.io/re-thinking_model_inversion_attacks/
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