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• We propose a novel Forensic Feature Relevance Statistic (FF-RS) to quantify 
& discover Transferable Forensic Features (T-FF) in universal detectors for 
counterfeit detection. 

• We qualitatively and quantitatively show that color is a critical Transferable 
Forensic Feature (T-FF) in universal detectors for counterfeit detection 

• Based on our findings, we propose a simple data augmentation scheme 
to train Color-Robust (CR) universal detectors 
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Color is a critical T-FF in universal detectors for counterfeit detection (LRP-max)

Key Takeaways

Background: Visual counterfeits are increasingly causing an existential conundrum in mainstream 
media. With rapid improvements in generative modelling, detecting such counterfeits is increasingly 
becoming challenging and critical. However, a recent class of forensic detectors known as universal 
detectors (Wang et al., 2020) can surprisingly spot counterfeits regardless of generator architectures, 
loss functions, datasets or resolutions. This intriguing cross-model forensic transfer suggests the 
existence of Transferable Forensic Features (T-FF) in universal detectors. 

  
Reserach question: What Transferable Forensic Features (T-FF) are used by universal detectors 
for counterfeit detection?  

Our main contribution: Our work conducts the first analytical study to discover & understand 
Transferable Forensic Features (T-FF) in universal detectors for counterfeit detection.

Existing Pixel-wise explanation methods are not informative to discover T-FF

Forensic Feature Relevance Statistic (FF-RS) ( )ω
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Validation of our proposed FF-RS ( ) for discovering T-FFω

Color Robust (CR) Universal Detectors
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Pixel-wise explanations of Universal Detector decisions using Guided-GradCAM (GGC) and LRP

Pixel-wise explanations of ImageNet Classifier decisions using Guided-GradCAM (GGC) and LRP

pcounterfeit ≥ 95 %
for  all these counterfeits

Explanations are random 
and do not reveal any  

meaningful visual 
features

This is a control 
experiment

Which feature maps in 
universal detectors are 
responsible for  
cross-model forensic transfer? 

FF-RS (ω) is a scalar ( ) that 
quantifies the forensic 
relevance of every feature map.  

ω for a feature map quantifies  
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positive forensic relevance of the feature map
total unsigned forensic relevance of the entire layer

top-k        : Set of T-FF (large- ) 
random-k : Random feature maps 
low-k       : Low-  feature maps
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ResNet-50 Detector feature map dropout results (Sensitivity assessments)
AP / Acc ProGAN StyleGAN2 StyleGAN BigGAN CycleGAN StarGAN GauGAN

k = 114 AP Real GAN AP Real GAN AP Real GAN AP Real GAN AP Real GAN AP Real GAN AP Real GAN

baseline 100.0 100.0 100.0 99.1 95.5 95.0 99.3 96.0 95.6 90.4 83.9 85.1 97.9 93.4 92.6 97.5 94.0 89.3 98.8 93.9 96.4

top-k 69.8 99.4 3.2 55.3 89.4 11.3 56.6 90.6 13.7 55.4 86.4 18.3 61.2 91.4 17.4 72.6 89.4 35.9 71.0 95.0 18.8

random-k 100.0 99.9 96.1 98.6 89.4 96.9 98.7 91.4 96.1 88.0 79.4 85.1 96.6 81.0 96.2 97.0 88.0 91.7 98.7 91.9 97.1

low-k 100.0 100.0 100.0 99.1 95.6 95.0 99.3 96.0 95.6 90.4 83.9 85.1 97.9 93.4 92.6 97.5 94.0 89.3 98.8 93.9 96.4

EfficientNet-B0 Detector feature map dropout results (Sensitivity assessments)
AP / Acc ProGAN StyleGAN2 StyleGAN BigGAN CycleGAN StarGAN GauGAN

$k = 27$ AP Real GAN AP Real GAN AP Real GAN AP Real GAN AP Real GAN AP Real GAN AP Real GAN

baseline 100.0 100.0 100.0 95.9 95.2 85.4 99.0 96.1 94.3 84.4 79.7 75.9 97.3 89.6 93.0 96.0 92.8 85.5 98.3 94.1 94.4

top-k 50.0 100.0 0.0 54.5 94.3 7.0 52.1 97.3 2.6 53.5 97.4 3.8 47.5 100.0 0.0 50.0 100.0 0.0 46.2 100.0 0.0

random-k 100.0 99.9 100.0 96.5 91.9 89.8 99.2 91.2 97.5 84.5 59.4 89.1 96.9 82.6 95.8 96.7 82.5 93.3 98.1 87.8 96.2

Low-k 100.0 100.0 100.0 95.3 88.7 88.3 98.9 90.8 96.1 83.5 70.8 80.8 96.6 85.2 94.1 95.4 91.0 85.4 98.1 91.2 96.4

FF-RS (ω) successfully quantifies and discovers T-FF

ResNet-50 Detector

EfficientNet-B0 Detector

We introduce a novel pixel-wise visualization method  
LRP-max for visualizing which pixels in the input 
space correspond to maximum spatial relevance 

scores for each T-FF. 

Principal idea : Instead of back-propagating using 
detector logits, back-propagate from the maximum 

spatial relevance neuron for each T-FF 
independently. 

  

pcounterfeit = 0.97 pcounterfeit = 0.96 pcounterfeit = 0.04 pcounterfeit = 0.10
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Median Counterfeit probability analysis results based on Color Ablation (Grayscale) 

Idea : Randomly remove color 
information from samples during 

training (both real and 
counterfeits) to manoeuvre 

detectors to learn T-FF that do 
not substantially rely on color 

information  
(Random Grayscaling with  

p = 50%). 
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Color- 
Conditional 

 (%)
ResNet-50 EfficientNet-B0

ProGAN 85.1 51.9
StyleGAN2 74.6 48.1
StyleGAN 73.7 40.7
BigGAN 68.4 40.7

CycleGAN 86.8 44.4
StarGAN 71.1 44.4
GauGAN 70.2 37.0

Color is a critical T-FF in universal detectors for counterfeit detection (Quantitative Studies)
Color Ablation Studies Statistical Test Results

Standard Detectors 

Color-Robust (CR) Detectors 
Color- 

Conditional 
 (%)

CR-ResNet-50 CR-EfficientNet-B0

ProGAN 55.3 20.0
StyleGAN2 33.3 30.0
StyleGAN 48.2 20.0
BigGAN 31.6 10.0

CycleGAN 56.1 20.0
StarGAN 48.2 20.0
GauGAN 39.5 10.0Color ablation causes the median counterfeit probability to drop by > 89% across all unseen GANs 


