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Grafting Diffusion Transformers

Grafting is a simple two-stage approach to model architecture editingMotivation
• Model architecture design plays a central role in 

machine learning. 

• However, studying new model architectures is 
expensive due to pretraining costs.


• Research Question: Can we materialize new model 
architectures under small compute budgets?
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Efficient Hybrid Architectures for  Class-conditional Image Generation

MHA
Convolutions: Hyena-SE, Hyena-X/ Hyena-Y (Ours) K=4, causal
Local Attention: Sliding Window Attention (SWA) w=4, bidirectional
Linear Attention: Mamba-2 ds=64, E=2

MLP
Variable expansion ratio r=3,6
Hyena-X (Ours) r=2, K=4, causal

Operator Type: Which operator types are we replacing?
Multi-Head Attention (MHA) / Multi-Layer Perceptron (MLP)

Efficient Alternative: What do we replace it with?
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(a) Sequential Transformer Blocks

(b) Rewiring Transformer Blocks in Parallel
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Converting Model Depth to Width via Grafting
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GenEval Ratio Obj(1) Obj(2) Count Colors Pos Color  Attr. Overall

Baseline    -  81.45 61.62 46.25 77.13 10.75 21.50 49.75
Grafting (Hyena-X) 50% 80.00 57.07 48.13 70.74 11.25 19.50 47.78
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For attention, we  
ignore projection FLOPs. 

Details in the Paper (Sec. 4)

Testbed

We construct efficient hybrid architectures with good generative quality  
under small compute budgets.

 We graft high-resolution text-to-image DiTs, constructing hybrid architectures  
with meaningful speedups and minimal quality drop.
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Grafting enables architectural restructuring at the transformer block level, 
allowing  model depth to be traded for width.
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(*) Nvidia H100@BS=2


