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Background: This work investigates the compatibility between Label Smoothing (LS) and Knowledge 
Distillation (KD). Contemporary works studying this thesis statement take contradictory standpoints. 

Does LS in a teacher network suppress the effectiveness of KD? 
Müller et al. (2019) :  “If a teacher network is trained with label smoothing, knowledge distillation into 
a student network is much less effective.”  “Label smoothing can hurt distillation.” 
  
Shen et al. (2021) :  “Label smoothing will not impair the predictive performance of students.”             

 “Label smoothing is compatible with knowledge distillation.” 

Our Contributions: Our contributions are the discovery, analysis and validation of systematic diffusion 
as the missing concept which is instrumental in understanding / resolving these contradictory findings.  

Systematic Diffusion in Student : In the presence of an LS-trained teacher, KD at higher temperatures 
systematically diffuses penultimate layer representations learnt by the student towards semantically 
similar classes. This systematic diffusion essentially curtails the distance enlargement benefits of 
distilling from a LS-trained teacher, thereby rendering KD at increased temperatures ineffective.  

We show this systematic diffusion qualitatively by visualizing penultimate layer representations, and 
quantitatively using our proposed relative distance metric called diffusion index (η).  

Our Main Findings on LS and KD Compatibility

Systematic Diffusion in Student

Quantifying Systematic Diffusion:  measurementsη
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Main Observations 

Observation 1: The use of LS on the teacher leads to tighter clusters and erasure of logits' information as claimed by 
Müller et. Al (2019). In addition, increase in central distance between semantically similar classes (standard_poodle, 
miniature poodle) as claimed by Shen et al. (2021) can be observed.  

Observation 2: We further visualize the student's representations. Increase in central distance between semantically 
similar classes can also be observed. This confirms the transfer of this benefit from the teacher to the student. 

Observation 3 (Our main discovery): KD at an increased T causes systematic diffusion of representations between 
semantically similar classes (standard_poodle, miniature_poodle). This curtails the central distance enlargement 
benefits between semantically similar classes due to the use of an LS-trained teacher. 

Systematic Diffusion in Student: In the presence of an LS-trained teacher, KD at higher temperatures 
systematically diffuses penultimate layer representations learnt by the student towards semantically similar 
classes. This systematic diffusion essentially curtails the benefits of distilling from an LS-trained teacher, 
thereby rendering KD at increased temperatures ineffective. 

Our discovery on systematic diffusion was the missing concept that is instrumental in resolving the 
contradictory findings of Müller et al. 2019 and Shen et al. 2021, thereby establishing a foundational 
understanding on the compatibility between LS and KD.  

A rule of thumb for practitioners: We suggest using an LS-trained teacher with a low-temperature transfer 
(i.e., T = 1) to render high performance students. 

Fine-grained Image Classification (CUB200-2011) 
ResNet-50 to ResNet-18, ResNet-50 KD
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Table 2. KD results from ResNet-50 Teacher to ResNet-18, ResNet-50 students for (A) standard image classification using ImageNet-1K
and (B) fine-grained image classification using CUB200-2011 benchmarks following similar procedure as Shen et al. (2021b). We show
the top1/ top5 test accuracies. Configurations where LS and KD are compatible are in bold. As one can clearly observe, with LS-trained
teacher, there is a consistent degrade in student performance as T increases. This can be observed in all our 34 experiments. These
results comprehensively support our claim: in the presence of an LS-trained teacher, KD at higher temperatures is rendered ineffective.
On the other hand, we observe that higher T can improve the performance of ResNet-18 student when using a teacher trained without LS
in fine-grained classification using CUB200-2011 (B). i.e.: We observe improvement of ResNet-18 student from T = 1 to T = 2, T = 3
when distilling from teacher trained without LS in (B). We particularly emphasize that our findings are exclusive to LS and KD: That is in
the presence of an LS-trained teacher, higher T renders ineffective KD due to systematic diffusion. All these results are averaged over 3
independent runs. Standard deviations are reported in Supplementary Tables D.1, D.2 respectively.

A. ImageNet-1K : ResNet-50 to ResNet-18, ResNet-50 KD

T

↵
↵ = 0.0 ↵ = 0.1

Teacher : ResNet-50 - 76.130 / 92.862 76.196 / 93.078

Student : ResNet-18

T = 1 71.547 / 90.297 71.616 / 90.233
T = 2 71.349 / 90.359 68.428 / 89.139

T = 3 69.570 / 89.657 66.570 / 88.631

T = 64 66.230 / 88.730 65.472 / 89.564

Student : ResNet-50

T = 1 76.502 / 93.059 77.035 / 93.327
T = 2 76.198 / 92.987 76.101 / 93.115

T = 3 75.388 / 92.676 75.821 / 93.065
T = 64 74.291 / 92.399 74.627 / 92.639

B. CUB200-2011 : ResNet-50 to ResNet-18, ResNet-50 KD

T

↵
↵ = 0.0 ↵ = 0.1

Teacher : ResNet-50 - 81.584 / 95.927 82.068 / 96.168

Student : ResNet-18

T = 1 80.169 / 95.392 80.946 / 95.312
T = 2 80.808 / 95.593 80.428 / 95.518

T = 3 80.785 / 95.674 78.196 / 95.213

T = 64 73.611 / 94.529 67.161 / 93.062

Student : ResNet-50

T = 1 82.902 / 96.358 83.742 / 96.778
T = 2 82.534 / 96.427 83.379 / 96.537
T = 3 82.091 / 96.243 82.142 / 96.427
T = 64 79.784 / 95.927 77.206 / 95.812

Table 3. ⌘ analysis for ResNet-18 (top), ResNet-50 (bottom) students for 10 target classes in ImageNet-1K (We show in 2 sets). We use
standard, pre-defined ImageNet-1K knowledge graph derived from WordNet (Fellbaum, 1998) as a prior to select 4 semantically similar
classes and 20 semantically dissimilar classes (random) to compute the diffusion index ⌘. |S1| = 4 and |S2| = 20 for each target class.
We demonstrate that when increasing T = 1 to T = 3, the diffusion index ⌘ between target class and S1 reduces substantially and vice
versa for S2 shown for both training and validation set. This quantitatively shows systematic diffusion when distilling at higher T in the
presence of an LS-trained teacher.

Set 1 : ResNet-18 student
Target class Train : S1 Train : S2 V al : S1 V al : S2

Chesapeake Bay retriever -0.392 0.162 -1.082 0.269

curly-coated retriever -0.578 0.179 -2.024 0.383

flat-coated retriever -1.729 0.380 -3.320 0.655

golden retriever -0.880 0.228 -2.594 0.555

Labrador retriever -2.758 0.501 -4.618 0.840

Set 2 : ResNet-18 student
Target class Train : S1 Train : S2 V al : S1 V al : S2

thunder snake -2.316 0.376 -3.584 0.511

ringneck snake -0.463 0.058 -0.757 0.094

hognose snake -1.528 0.258 -4.067 0.631

water snake -2.028 0.326 -3.053 0.478

king snake -2.474 0.521 -4.577 0.840

Set 1 : ResNet-50 student
Target class Train : S1 Train : S2 V al : S1 V al : S2

Chesapeake Bay retriever -1.061 0.180 -1.346 0.240

curly-coated retriever -0.764 0.127 -1.193 0.207

flat-coated retriever -0.983 0.169 -0.331 0.056

golden retriever -0.744 0.159 -0.911 0.182

Labrado retriever -1.336 0.236 -1.468 0.257

Set 2 : ResNet-50 student
Target class Train : S1 Train : S2 V al : S1 V al : S2

thunder snake -2.565 0.417 -0.778 0.105

ringneck snake -2.224 0.358 -0.726 0.102

hognose snake -3.748 0.623 -2.173 0.342

water snake -1.631 0.258 -0.390 0.037

king snake 2 -1.969 0.339 0.956 -0.159

layer representations learnt by the student towards semanti-
cally similar classes. This systematic diffusion essentially
curtails the distance enlargement (between semantically sim-
ilar classes) benefits of distilling from an LS-trained teacher,
thereby rendering KD at increased temperatures ineffective.
More specifically, in the presence of an LS-trained teacher,
the degree of systematic diffusion is low when distilling at
lower T thereby making LS and KD compatible. On the
other hand, the degree of systematic diffusion is relatively

higher when distilling at higher T , thereby making LS and
KD incompatible. Our findings are summarized in Table 1.
Importantly, systematic diffusion was the missing concept
that is instrumental in resolving the contradictory claims of
Müller et al. (2019) and Shen et al. (2021b).

2For king snake target class, ⌘(T1 = 1, T2 = 3;⇡, S1) < 0
for training set and not validation. We remark that training set is
used during distillation.
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hognose snake -3.748 0.623 -2.173 0.342

water snake -1.631 0.258 -0.390 0.037

king snake 2 -1.969 0.339 0.956 -0.159

layer representations learnt by the student towards semanti-
cally similar classes. This systematic diffusion essentially
curtails the distance enlargement (between semantically sim-
ilar classes) benefits of distilling from an LS-trained teacher,
thereby rendering KD at increased temperatures ineffective.
More specifically, in the presence of an LS-trained teacher,
the degree of systematic diffusion is low when distilling at
lower T thereby making LS and KD compatible. On the
other hand, the degree of systematic diffusion is relatively

higher when distilling at higher T , thereby making LS and
KD incompatible. Our findings are summarized in Table 1.
Importantly, systematic diffusion was the missing concept
that is instrumental in resolving the contradictory claims of
Müller et al. (2019) and Shen et al. (2021b).

2For king snake target class, ⌘(T1 = 1, T2 = 3;⇡, S1) < 0
for training set and not validation. We remark that training set is
used during distillation.

The principal idea of this 
metric is to quantify the 
distance change between 

clusters in the student 
when distilled from an 
LS-trained teacher at 

higher T. 
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6. Extended Experiments
Compact Student Distillation. KD is one of the most
prominent methods used for neural network compression.
Hence, we conduct KD experiments to transfer knowledge
to compact student model. We conduct fine-grained clas-
sification experiments (CUB200-2011) using ResNet-50
teacher (25.6M params) and MobileNet-V2 student (3.50M
params). The results are shown in Table 4. Our results show
that in the presence of an LS-trained teacher, KD at higher
temperatures is rendered ineffective due to systematic dif-
fusion in the student. We also show supporting results for
EfficientNet-B0 (for ImageNet-1K classification): Table
B.3. Visualization : Figure A.2 and ⌘ results : Table B.4.

Table 4. Compact student distillation results: Top1/ Top5 Accu-
racy for KD experiments from ResNet-50 Teacher to MobileNetV2
student using CUB200-2011. Configurations where LS and KD
are compatible are in bold. These results support our claim: in the
presence of an LS-trained teacher, KD at higher temperatures is
rendered ineffective. We also observe that higher T is helpful when
distilling from a teacher trained without LS in this setup (Observe
improvement of student from T = 1 to T = 2, T = 3 when
distilling from teacher trained without LS). Standard deviations
reported in Table D.4.

T

↵
↵ = 0.0 ↵ = 0.1

Teacher : ResNet-50 - 81.584 / 95.927 82.068 / 96.168

Student : MobileNet-V2

T = 1 81.144 / 95.677 81.731 / 95.754
T = 2 81.895 / 95.858 80.609 / 95.47

T = 3 81.257 / 95.677 78.961 / 95.306

T = 64 75.441 / 94.702 70.435 / 93.494

Neural machine translation. Following Shen et al.
(2021b), we conduct KD experiments for neural machine
translation task using IWSLT dataset. We report English !
German translation results in Table 5. Our results compre-
hensively show that in the presence of an LS-trained teacher,
KD at higher temperatures is rendered ineffective due to sys-
tematic diffusion in the student. We also show supporting
results for English ! Russian translation in Table B.2.

Table 5. Neural Machine Translation results: BLEU scores for
KD experiments for Transformer Teacher to Transformer student
on IWSLT dataset using English ! German translation task. Con-
figurations where LS and KD are compatible are in bold. These
results comprehensively support our claim: in the presence of an
LS-trained teacher, KD at higher temperatures is rendered ineffec-
tive. Standard deviations reported in Table D.3.

T
↵

↵ = 0.0 ↵ = 0.1

Teacher : Transformer - 26.461 26.750

Student : Transformer

T = 1 24.914 25.085
T = 2 23.103 23.421
T = 3 21.999 22.076
T = 64 6.564 6.461

7. Discussion and Conclusion
Discussion. While increased T is believed to be a helpful
empirical trick (Also observed in many of our experiments
when distilling from a teacher trained without LS) to pro-
duce better soft-targets for KD, we convincingly show that
in the presence of LS-trained teacher, an increased T causes
systematic diffusion in the student. This systematic diffu-
sion directly curtails the distance enlargement (between se-
mantically similar classes) benefits of an LS-trained teacher,
thereby rendering KD ineffective at increased T . For practi-
tioners, as a rule of thumb, we suggest to use an LS-trained
teacher with a low-temperature transfer (i.e. T = 1) to
render high performance students. We also remark that our
finding on systematic diffusion substantially reduces the
search space for the intractable parameter T when using an
LS-trained teacher. Our findings are summarized in Table 1.
With increasing use of KD, we hope that our findings can
benefit various applications including neural architecture
search (Li et al., 2020a; Yu et al., 2020; Wang et al., 2021),
self-supervised learning (Fang et al., 2021; Abbasi Kooh-
payegani et al., 2020), compact deepfake / anomaly detec-
tion (Dzanic et al., 2020; Chandrasegaran et al., 2021; Lim
et al., 2018; Tran et al., 2021) and GAN compression (Li
et al., 2020b; Fu et al., 2020; Yu & Pool, 2020).

Conclusion. Focusing on the compatibility between LS and
KD, we have conducted an empirical study to investigate
the seemingly contradictory findings of Müller et al. (2019)
and Shen et al. (2021b). Through comprehensive scrutiny
of these works, we discover an intriguing phenomenon
called systematic diffusion: That is in the presence of an LS-
trained teacher, KD at higher temperatures systematically
diffuses penultimate layer representations learnt by the stu-
dent towards semantically similar classes. This systematic
diffusion essentially curtails the benefits of distilling from
an LS-trained teacher, thereby rendering KD at increased
temperatures ineffective. We showed this systematic diffu-
sion both qualitatively and quantitatively using extensive
analysis. We also supported our findings with large scale
experiments including image classification (standard, fine-
grained), neural machine translation and compact student
distillation tasks. Critically, our discovery on systematic
diffusion was the missing concept that is instrumental in
resolving the contradictory findings of Müller et al. (2019)
and Shen et al. (2021b), thereby establishing a foundational
understanding on the compatibility between LS and KD.
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Standard Image Classification (ImageNet-1K) 
ResNet-50 to ResNet-18, ResNet-50 KD

Compact Student Distillation (CUB200-2011) 
ResNet-50 to MobileNet-V2
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Visualization of the penultimate layer representations (Teacher=ResNet-50, Student=ResNet-18, Dataset=ImageNet-1K). We follow previous works and use three-class 
analysis: two semantically similar classes (standard_poodle, miniature_poodle) and one semantically dissimilar class (submarine). 

We show top1 / top5 accuracies for Image classification (standard, fine-grained) KD experiments

We show top1 / top5 accuracies for KD experiments We show BLEU scores for KD experiments
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